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This exploratory note is intended to map out the functioning 
of Large Language Models (LLMs), which form the basis 
of some of the popular generative AI services, against key 
data protection requirements globally. The note takes a 
law-agnostic approach and maps out the functioning of 
LLMs against conceptual elements which are common 
to most data protection regulations. Given that this is a 
rapidly evolving space, this document is inherently dynamic 
and future iterations may outline other risks and include 
recommendations for addressing the same.
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Large Language Models (LLMs) refer to algorithms that can perform several tasks, 
such as generating texts and other content, based on the learnings from massive 
datasets. These datasets usually consist of large troves of information taken from the 
internet, which runs the risk of including personal data within the algorithm’s training 
data set. With the massive increase in accessibility and adoption of these large 
language models, there are several data protection and privacy-related concerns that 
arise. 

This exploratory note aims to shed light on some of these concerns by mapping the 
operation and functionality of Large Language Models against some of the common 
principle-level requirements of data protection laws globally. Our endeavour is to 
share more nuanced perspectives on the privacy, data protection, and security 
considerations that may arise in the future with the rapid advancement of artificial 
intelligence in the industry.

1. Training of LLMs on ‘publicly available’ personal data

Contours of ‘Publicly Available’ Data: To what extent do data 
protection regulations apply?

Developers of Large Language Models state that these models are developed based on 
‘publicly available’ data, which may include personal data. It’s also important to note that 
personal data used in for training may not necessarily have been made publicly available by 
data subject themselves. For instance, personal data made available on the internet because 
of a data breach may also be included in the training data set. These models are typically 
trained on massive datasets- for instance in case of GPT-3 it was 60 million domains.It is 
therefore important to understand how, and to what extent, data protection regulations 
apply to ‘publicly available’ personal data.

Data Protection Concerns  
Arising from Publicly Available Large 
Language Models

I
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• GDPR (European Union): Under the European Union’s GDPR, Article 14 requires 
that data subjects be notified of certain information where their personal data 
has not been obtained from them. Such notifications should include information 
such as what personal data is processed, its source, how long it will be retained, 
etc. This would also include scenarios where personal data has been sourced 
from publicly available databases or other resources. This is exemplified 
in multiple case decisions in the EU. For instance, in 2019, the Polish data 
protection authority fined a company for failing to provide a privacy notice to 
individuals whose personal data it had scraped off public databases 

 Additionally, under Article 9(2)(e), there is a general prohibition to process 
‘special categories of personal data’, however when such personal data is 
manifestly made public by the data subject, this prohibition does not apply.

• Draft Digital Personal Data Protection Bill (India): In India, the draft DPDPB 
permits processing of personal data for a lawful purpose, based on either 
consent given by the data principal or when consent is deemed to have been 
given. It can therefore be concluded that the general rule for processing of 
publicly available personal data is that consent of the data principal is required 
for the same. However, where publicly available personal data is processed ‘in 
public interest’, consent of the data principal will be deemed to have been given. 

• Personal Information Protection and Electronic Documents Act (Canada): 
In Canada, Section 7(1)(d), PIPEDA stipulates that publicly available personal 
information may be collected, used or disclosed by an organization without the 
consent of individuals, only if it falls within the regulated categories of telephone 
directories, professional or business directories, court and tribunal records, and 
books, magazines and newspapers. It was further clarified in 2009 by the OPC 
that the collection, use or disclosure of such information must also relate directly 
to the purpose for which it appeared publicly. Otherwise, the specific knowledge 
and consent of individuals is a prerequisite for processing of personal data found 
publicly from any other source.

What kind of personal data do LLMs use?

• In training data sets: Millions of websites are used to train LLMs. For instance, 
the GPT-3 model was reportedly trained on 570GB of data scraped from 
the internet, through sources like books, texts, articles, etc. GPT-4’s training 
set, admittedly, ‘may’ include publicly available personal information, and by 
combining capabilities of the model, “GPT-4 has the potential to be used to 
attempt to identify individuals when augmented with outside data.”

 Independent investigations into the sources of public LLM’s data sets reveal 
information has been taken from over 15 million websites including general 
informative sites, piracy sites, subscription-only sites, private voter database 
sites, political and religious sites. This indicates the possibility of sensitive 
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personal data such as political opinions or religious beliefs being included in the 
training data sets of public-facing LLMs. The training data sets for such natural-
language processing models can also include data scraped from public dialog 
sites or forums such as Reddit, Facebook, Quora, etc.

• Personal data collected and processed through end-users: While a part of the 
concern stems from use of personal data in the original training data set, the 
personal data collected from end users also raises some concerns. Particularly 
in scenarios where prompts by users may contain personal information, which 
is then used for refining and training the model. For instance, OpenAI’s privacy 
policy states that personal information may be collected through inputs and file 
uploads which may then be used to improve existing services, to develop new 
services, and to train the models that power ChatGPT. More recently, a feature 
has been introduced to allow end users from disabling their conversations being 
used for training of the algorithm. However, this is an opt-out feature, and by 
default, users’ conversations are used to train the model.

 Tools like ‘ProfileGPT’ have emerged to analyse and summarise the information 
that is collected about individual users by large language models. For instance, 
the creators of ProfileGPT claim that users’ interactions with ChatGPT may 
enable extraction of personal data related to the user’s life summary, their 
hobbies and interests, political/religious views, mental health, etc. More generally, 
in big data analytics, it is well-settled that it is not just the data provided by 
individuals which can be used for analysis, but also observed data, derived data, 
and inferred data.

 Concerns have also been raised about the possibility of hackers ‘poisoning’ the 
dataset to create security vulnerabilities, which can then be exploited to extract 
sensitive personal data.

Mechanisms used by developers to protect Personal Data vis-à-vis 
LLMs

• Prohibiting web scraping exercises: The terms of use of Facebook, LinkedIn & 
Twitter prohibit web scraping of the personal data available on their platforms. 
Some research argues that language models should be trained on data that has 
been explicitly produced for public use, instead of scraping publicly available 
data.

• To remove PII, and train AI to remove other unwanted features, developers use 
filters and carry out Reinforced Learning from Human Feedback (RLHF). 

• The use of masking/anonymisation or manually removing PII has been 
suggested as a fix, but it does not address the issue of collection, purpose 
limitation and use itself. 
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• Data redaction and use of synthetic PII: Two possible solutions to address 
some of the privacy and data protection concerns arising out of use of LLMs 
are data redaction and the use of contextually accurate synthetic data.However, 
data redaction of unstructured data at scale is difficult at scale, while manually 
redacting data is slow and expensive, as well as often inaccurate.

• Developers of LLMs state some of the measures currently being undertaken by 
them to address privacy and data protection issues in this context. For instance, 
OpenAI states that it fine-tunes models to reject certain types of requests, 
removes personal information from the training dataset where feasible, creates 
automated model evaluations, monitoring and responding to user attempts to 
generate personal information, and restricts this type of use in our terms and 
policies. Another measure undertaken for this purpose is the use of human 
raters to rate personally identifiable information as unsafe. 

• Children’s safety: In Italy, one of the reasons cited by the Italian Data Protection 
Authority, Garante, for its temporary ban on ChatGPT in the country was the 
absence of any age verification requirements for accessing the services of 
ChatGPT. In response to the same, OpenAI introduced new requirements for 
Italian registered users, requiring self-declaration of age and confirmation of 
parental consent for users between the ages of 13 and 18 years.

2. Application of Data Protection Principles

The processing of personal data by LLMs imputes the responsibility upon the 
developers of the LLM to comply with the personal data protection principles of 
legality, purpose and storage limitation, transparency, data minimisation, accuracy, 
and integrity, accepted as the cross-jurisdictional standard.

Purpose Limitation

• To adhere with the principle of purpose limitation, all personal data processed by 
LLMs must be within the sphere of specific delineated objectives, clearly stated, 
and adhered to for the scope and duration of data collection and processing. 
For Large Language Models, which are often used as the foundational models 
for several use cases across industry, predetermining and defining all purposes 
for which such models may be used is not always feasible. The broad scope 
nature of tasks for which foundational models can be adapted, leaves little 
scope for reliably limiting its purposes.

For Large Language Models, which are often used as the 
foundational models for several use cases across industry, 
predetermining and defining all purposes for which such models 
may be used is not always feasible. 
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• Further, in the case of non-API use of LLMs, data is collected and used not just in 
compiling the training data sets for the language models, but also through user 
prompts. Ostensibly, developers use it for research, marketing and advertising, 
product development and improvement of services. However, repurposing of 
prompts for analysis and improvement training may be violative of purpose 
limitation, as conceptualised under the GDPR, since the EDPB has previously 
held that service improvement is not a legitimate basis necessary for ‘core’ 
processing under Article 6, GDPR. 

• It is also important to consider that LLM developers, such as OpenAI, may be 
able to limit the purposes for which their services are used to some extent. 
For instance, OpenAI’s privacy policy states that it uses personal data only for 
the purposes of providing and improving services, communication with users, 
maintaining security, compliance with legal obligations, research and similar 
purposes. However, in the terms of use for its API version, developers may 
only be able to enumerate purposes for which their language models may 
not be used, i.e. prohibiting deployers from using the language models in a 
manner which violates any person’s rights, or to develop competing products 
and services, etc. It may not be practically feasible for developers to ensure 
adherence of purpose limitation principle by the downstream users of their 
language models.

Storage Limitation

The principle of storage limitation requires that organisations only retain personal 
data for as long as it is required to fulfil the purposes for which it was collected. 
However, as established in the above section, in case of foundational models such as 
large language models, it is not always possible to limit and define the purposes for 
which the service will be used. Therefore, as such, there is no temporal limit on how 
long personal data can be retained, as the business purposes may continue to exist 
in perpetuity. 

For instance, OpenAI’s privacy policy states that personal data will be retained 
for as it is needed to provide services to the users or for other legitimate business 
purposes. As such there is no defined time for how long a user’s personal data may 
be retained. Additionally, there is also the question around application of the storage 
limitation principle vis-à-vis personal data contained in training data sets, as this 
personal data can arguably be stored perpetually, unless an individual exercises their 
right to deletion of personal data.

Transparency and Fairness

The principle of transparency and fairness in data protection requires that personal 
data is not processed in a manner which is detrimental to the interests of the data 
principal and there is transparency about why the personal data is being collected 
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and the purposes for which it will be used. Generally, there are some concerns 
about the ‘black-box’ algorithms that power these LLMs as there is not a complete 
understanding of their functioning. Additionally, there is a lack of transparency 
about the sources from which data is taken for forming the training data sets for 
these large language models. Some recommendations that may be considered 
for improving fairness and transparency in the functioning of LLMs include the 
documentation of data sources, and ensuring that the characteristics of data taken 
to train the AI are identified, documented, and justified.

Data Minimisation

The principle of data minimisation requires that data controllers that collection of 
personal data is limited to what is necessary and relevant to fulfil stated purposes. 
However, with massive training data sets being used to train Large Language Models, 
this principle is difficult to achieve. At the pre-training stage of these language 
models, some technological interventions may make it possible to identify, detect, 
and mask/remove personally identifiable information, thereby facilitating data 
minimisation to some extent.

3. Entity’s Relationship with Personal Data

Traditional conceptual notions of data controller/fiduciary and data processor 
may be challenged in the context of large language models. Broader concerns 
surrounding the determination of personal data ownership and control are key focus 
areas in the context of large language models. 

• Collection of personal data for training data sets: Developers of LLMs may 
argue they are not data controllers because the personal data used in the 
original training dataset, its collection and the purposes for which it was 
collected and the output were not determined by the developer of the AI model, 
e.g. OpenAI. 

 However, it may also not be feasible to categorise them as data processors. Data 
processors are generally understood as entities which process personal data on 
behalf of the data controller/fiduciary, and such processing takes place based 
on a contractual relationship. Both these elements are generally absent in this 
context, making it difficult to qualify developers of large language models as 
‘data processors’. 

 In the context of API use of large language models, LLM developers may be 
considered as the processor, processing data on behalf of the controller, i.e. the 
enterprise.

• Processing of personal data of end users: In the context of personal data 
that LLM developers collect directly from end users, such as through account 
information, or user content, these entities may qualify as data fiduciaries as 
they determine the means and purposes for processing of such personal data.
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4. Exercising Data Subject Rights

Generally, the exercise of data subjects’ rights is contingent upon the jurisdiction from 
which they are accessing the services of a public-facing language model. In thinking 
about the data protection rights of data subjects, it is important to consider the rights 
of both sets of individuals; end-users of the language models as well as individuals (i.e. 
non-users) whose personal data may be a part of the original training data set.

• Right to access/rectification:Practically, it is not possible for individuals to know if 
their data was part of the training data set, unless a data subject rights request is 
made to the developer of the LLM. For instance, OpenAI allows individuals to file a 
request to access or rectify their personal data. However, there is some discretion 
to refuse such requests.

• Right to erasure: For end users, one of the ways to ensure deletion or erasure of 
their personal data is to delete their accounts on the service provider’s platform. 
OpenAI also permits individuals in certain jurisdictions to fill out a form to 
exercise their right to request deletion of their personal data. More recently, the 
organisation also announced some new features to allow users to exercise more 
control over their personal data, this includes: 1. enabling users to turn off chat 
history to ensure that user inputs are not used to train the language models, and 2. 
ensuring that data shared by enterprises using the API version of the service users’ 
data is not used to train models by default.

• Data portability: For end users, OpenAI permits exporting of personal data, 
including exporting of complete prompt/response history and data.

5. Subject Matters of Privacy

Lawful Basis for Processing

LLM developers may rely on a number of bases as the justification for data processing 
activities. This can include the following; contractual obligation, legitimate interest (in 
conducting research, developing new services etc.), consent (in the case of data shared 
by users in utilising the service), etc. For claiming legitimate interest as the lawful 
basis for processing, it is important to weigh the interests of data subjects against the 
interests of the data controller and take into account any adverse impact on the data 
subjects.

Notice and Consent

As such, notice and consent requirements are not replicable in the context of scraping 
of personal data from publicly available sources for training language models. Given 
the magnitude of data that is scraped and processed for developing and training 
LLMs, there may be a need to explore mechanisms other than a notice and consent 
framework to achieve the goals of greater transparency and accountability. This is 
because notice-and-consent mechanisms may not be technically feasible in the context 
of LLMs.
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The previous section of this note highlighted general data protection concerns 
arising from public use of large language models and most of these concerns would 
also reflect in the enterprise use of LLMs. However, private or enterprise use of LLMs 
adds another layer of complexity to the questions surrounding application of data 
protection principles in this context. Some of these complexities are highlighted 
below.

•	 API use of Large Language Models and affixing responsibility on entities: 
Enterprises using APIs, for instance the ChatGPT API, and integrating the same 
into their services, are arguably acting as data controllers, as they define the 
purposes for which personal data is processed. When using OpenAI services 
via the OpenAI API platform, an order processing relationship is established 
between the data controller as the client and OpenAI as the processor. For these 
purposes, OpenAI provides a Data Processing Agreement. However, it is also 
conceivable that the developer of the language model and the enterprise user 
be treated as joint controllers. OpenAI currently does not yet provide a template 
for a contract pursuant to Art. 26 GDPR for establishing a joint controller 
relationship. An enterprise integrating LLM APIs into its product and services 
offerings is arguably acting as a data controller. However, it is also conceivable 
that the LLM developer and enterprise user act as joint controllers.

Enterprise use of  
Large Language Models

II

•	 Affixing accountability and responsibility along the AI value chain can be 
difficult to navigate as the relationships between developers and deployers 
are complex. For instance, when a large language model is deployed by an 
enterprise, which then modifies it for its own internal use, it may be difficult to 
pin down which performance issues are to be attributed to the enterprise (i.e. 
the deployer) and which are to be attributed to the developer of the language 
model.

An enterprise integrating LLM APIs into its product and services 
offerings is arguably acting as a data controller. However, it is also 
conceivable that the LLM developer and enterprise user act as joint 
controllers.
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•	 Risk management: Enterprise use of large language models, at scale, increases 
the risks of leakage of proprietary information, inadvertent de-anonymisation 
and breach of PII, training data poisoning, unauthorized access to the data inside 
the organization, bias and inaccuracy, training data extraction attacks, etc.

•	 Employee misuse: Enterprise use of large language models carries with it the 
risk of employees entering personal identifying information into the language 
model as prompts. While, the language model may not retain this information, 
it does ‘learn’ from it. It is also difficult for security applications to monitor data 
that employees input as prompts, as most security products are designed to 
safeguard files, and not necessarily safeguard the information contained in the 
files from being copied into a browser window. These scenarios raise concerns 
about not just sharing of personal information, but also confidential information 
of enterprises. To address some of these challenges, organisations like Morgan 
Stanley have put in place mechanisms to ensure granular fine tuning of language 
models, curated document bases, imposed restrictions on types and number of 
prompts to be entered into system, and started conducting weekly audits.

Ultimately, in the context of generative artificial intelligence and large language 
models, a number of data protection principles, and foundational concepts may 
require a thorough re-examination. Firstly, there are considerations surrounding the 
complexity involved in determining the roles and corresponding accountabilities 
of each stakeholder involved in the processes from training and development of 
algorithms to deployment for various purposes across different use cases in the 
industry. Secondly, depending on the use case, the risk attributable to the large 
language model may also vary. Finally, the frameworks developed around exercise 
of data principals’ rights, notice and consent requirements, etc. may not be exactly 
replicable in this context, because of a lack of technical feasibility. It is therefore 
pertinent to accommodate for these considerations as India thinks about enacting 
regulations for the digital realm.
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